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—— Abstract

C vulnerabilities usually hold verbatim for C++ programs. The counterfeit-object-oriented program-
ming attack demonstrated that this relation is asymmetric, i.e., it only applies to C++. The problem
pinpointed by this COOP attack is that C++ does not validate the integrity of its objects. By
injecting malicious objects with manipulated virtual function table pointers, attackers can hijack
control-flow of programs. The software security community addressed the COOP-problem in the
years following its discovery, but together with the emergence of transient-execution attacks, such as
Spectre, researchers also shifted their attention.

We present HOBBIT, a software-only solution to prevent COOP attacks by validating object
integrity for virtual function pointer tables. HOBBIT does not require any hardware specific features,
scales to multi-million lines of C++ source code, and our LLVM-based implementation offers a
configurable performance impact between 121.63% and 2.80% on compute-intensive SPEC CPU
C++ benchmarks. HOBBIT’s security analysis indicates strong resistance to brute forcing attacks
and demonstrates additional benefits of using execute-only memory.

2012 ACM Subject Classification Security and privacy — Software security engineering; Software
and its engineering — Compilers

Keywords and phrases software security, code-reuse attacks, language-based security, counterfeit-
object-oriented programming, object integrity, compiler security

Digital Object Identifier 10.4230/LIPIcs. ECOOP.2024.7

Supplementary Material Software: https://doi.org/10.5281/zenodo.11046716 [§]
Software: https://github.com/mbernad/hobbit-artifact [7]

Funding The research reported in this paper has been funded by the Federal Ministry for Climate
Action, Environment, Energy, Mobility, Innovation and Technology (BMK), the Federal Ministry
for Labour and Economy (BMAW), and the State of Upper Austria in the frame of the COMET
Module Dependable Production Environments with Software Security (DEPS) [(FFG grant no.
888338)] within the COMET - Competence Centers for Excellent Technologies Programme managed
by Austrian Research Promotion Agency FFG.

1 Motivation

Among the myriad of security exploits, control-flow hijacking is the most severe problem, as
it allows the attacker to execute arbitrary code. A buffer overflow, for example, allows an
attacker to overwrite the return address stored in a function’s stack frame, and thus divert
control-flow to a location of her choice. Many other similar vulnerabilities exist and have
been both explored and exploited over the past two decades. Most of these vulnerabilities
affect both C and C++ alike.

The feasibility of an attack focusing exclusively on the C++ superset was demonstrated
by Schuster et al. in 2015 [45]. By injecting malicious objects into a C++ application the
attack hijacks control-flow and allows Turing-complete, arbitrary computation. In analogy
to other similar attacks, such as return-oriented programming, this attack is known as
counterfeit-object-oriented programming, COOP for short.
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Due to the prevalence of C++ in systems and application software, researchers focused on
devising mitigations against COOP. To prevent control-flow hijacking, prior defenses apply
principles from effective C defenses. The principle of W"X limits attacker capabilities to
inject code through new hardware features, such as Intel’s NX bits [52]. CFIXX, for example,
uses the MPX extension to secure a bookkeeping table it relies upon [12]. By applying
cryptography to encode and decode control-flow data, adversaries cannot know a priori
how target addresses are encoded. CCFI, for example, uses Intel’s AES-NI instructions to
cryptographically secure program addresses, such as return addresses, function-, and vtable
pointers [31].

Although both of these defenses thwart COOP attacks, they, too, have drawbacks.
Reliance on Intel’s MPX is problematic for three reasons. First, MPX may not be available in
a system’s target environment, such as in embedded systems or IoT contexts. Second, Intel
could decide to abandon the MPX instruction set extensions. Consider the MPK instruction
set extension, which was discontinued rather abruptly, rendering defenses relying on it
incapacitated. Third, MPX is non-compositional: A defense cannot protect an application
that already relies on MPX for its business logic, as the MPX registers are already taken.

Cryptographic protection of pointers is desirable due to strong security guarantees, but
suffers from prohibitive performance penalties. CCFI’s use of AES-NI reserves x86-64’s
vector registers, i.e., SSE, AVX, AVX2 or AVX512, blocking their use for other purposes.
Unavailability affects video processing, cryptographic operations, and a variety of other tasks.

HOBBIT neither requires specific hardware extensions nor blocks vector registers and,
thus, addresses both of these challenges. Instead, HOBBIT modifies the C++ object layout
to embed an integrity signature when an object is constructed. This signature is validated
before executing each virtual method’s body.

A Clang/LLVM-based implementation of HOBBIT compiles large programs, such as the
WebKit browser, and allows parameterization to balance security with performance. The key
factor affecting performance is the choice of hashing technique to create an object’s signature.
Our evaluation shows that choosing strong hashing techniques can lead to substantial
overheads. To eliminate this overhead, HOBBIT implements two different optimizations. First,
HoBBIT applies a class-sensitive optimization to restrict its protection to classes that are
essential to the COOP attack. Second, HOBBIT applies the idea of MAC algorithm parameter
randomization, thereby increasing overall security. For many application contexts, HOBBIT
is thus the only viable defense against COOP.

Our contributions are as follows:

We present HOBBIT, a software-only defense that thwarts counterfeit-object-oriented

programming (COOP, for short).

We describe the implementation of a fully-fledged Clang/LLVM-based prototype that

supports all C++ features, such as multiple inheritance (see Sections 5 and 6).

We discuss two new HOBBIT optimization techniques that enable users to balance their

security needs with the available performance budget. We introduce Gadget-directed

optimization (see Sections 5.5 and 7.5), to apply protections specifically to COOP gadgets,

and Class-Hierarchy-driven Seed Randomization (see Sections 5.3 and 6.4).

We evaluate HOBBIT w.r.t. performance, scalability, and security (see Section 7). Specifi-

cally, we report:

Performance: A configurable performance impact between 121.63% and 2.80%.
Scalability: HOBBIT compiles complex real-world software, such as the WebKit web
browser.

Security: HOBBIT provides comprehensive security through either strong hashing
techniques or randomizing parameters of weaker hashing techniques.
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Figure 1 Overview of polymorphism and dynamic binding in C++. (1) constructors allocate
objects and set vptr and field values, @ Method calls require resolving of the vtable, @, and then
the corresponding fixed method id, @, before being able to call the method, @

2 Background

In this section, we will introduce the background needed to understand the Counterfeit
Object-Oriented Programming (COOP) attack. Since COOP is a high-level attack targeting
specific C++ semantics, we will briefly explain the C++ object layout, polymorphism, and
dynamic dispatch mechanism. Finally, we need to cover some preliminary concepts used in
HoBBIT.

2.1 C++ Polymorphism and Dynamic Binding

In object-oriented programming languages, such as C++, programs are organized around
classes and objects. Classes in C++ define the fields of objects and the methods operating
upon them. A concrete instance of a class is called object and consists of values for the
defined data fields residing in a contiguous memory region. To create and initialize newly
created objects, programmers call special methods, so-called constructors.

Figure 1 illustrates these concepts. Instantiating a new B object triggers a call to its
constructor (), which allocates a contiguous memory region and sets the vptr due to the
concrete dynamic type (2). The class determines the structure of each object, while the object
holds values specific to the instance.

To dynamically bind a method call, C++ uses so-called vtable-based method dispatch
(see Figure 1). For each class, C++ generates a corresponding vtable that holds the addresses
of each callable method on it. If a class inherits a method, its address will merely be copied
into the corresponding method slot. If a class overrides a method, a new address will be
written into the corresponding method slot. A method call, then, consist of two steps: (i)
resolving the vtable by dereferencing an object an accessing the first entry, which holds
the vtable reference (3), and (ii) resolving the method by dereferencing the proper method
through a callsite-fixed method identifier (4).

2.2 Counterfeit-Object-Oriented Programming (COOP)

Over the past four decades, the memory unsafe nature of C and C++ lead to an “Eternal
War in Memory” [51]. In the beginning, attackers were able to insert instructions as data
in writable memory. By facilitating a buffer overflow to overwrite the return address,
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attackers could hijack the control-flow of a program to execute injected code, resulting in
Arbitrary Code Execution (ACE). Simple defenses, such as Write exclusive-or Execute (W"X)
— marking memory as either writable or executable, but not both — render such code injection
attacks impossible. Therefore, attackers adapted and began reusing existing code, residing in
executable memory. Attackers either reused whole functions (e.g., return-into-libc [21, 35]) or
performed arbitrary computations by chaining together small pieces of code, called gadgets,
as in Return-Oriented Programming (ROP) [46, 42, 49] and its variations [10, 19, 15, 44].
Many defenses targeting mentioned Code Reuse Attacks (CRAs) exist [28, 37, 1, 2, 11]. A
more recent CRA targeting high-level C++ semantics is COOP [45].

COOP exploits the dynamic dispatch mechanism and escapes mentioned defenses above.
Instead of introducing new invalid control-flows like in ROP or return-into-libc, COOP
misuses existing callsites. To illustrate this point, consider the example from the previous
section, but from the perspective of the CPU. A callsite merely fixes the method identifier,
but accepts any vtable and will, thus, invoke any method identified by the fixed method
identifier (see Figure 1, (5).)

COOQP abuses this property of vtable-based method dispatch, by injecting malicious
objects, so-called counterfeit objects. These objects use invalid vtable entries, to abuse
method invocation. Instead of abusing gadgets as in return-oriented programming, COOP
abuses whole functions. Since the notion of code-reuse attacks is tied to the nomenclature of
gadgets, COOP, too, defines whole-function reuse gadgets.

These COOP gadgets are methods that can be abused for a specific malicious purpose.
Not all COOP gadgets are equally important, though. The most important gadget is the
so-called main-loop gadget, or ML-G for short. Consider the following C++ method:

1 virtual void removeElement (Element x) {

2 for (int i= 0; i < this.N; i++) {
3 this.L[i] .remove(x);

4 }

5 F

Listing 1 Example of a COOP main-loop gadget (ML-G).

As shown in Listing 1, the removeElement method will loop over an array, namely the
field L and invoke the virtual method remove on every object stored in the field L. From an
adversarial COOP perspective, this means that the attacker can inject arbitrary malicious
objects and store them in the corresponding L field. Once she can invoke the removeElement
method, the attack will be launched.

More advanced variants of COOP relax this requirement for a container object holding
references to other objects. Crane et al., for example, describe Recursive- and Unrolled
COOP variants that allow different patterns of repetition [20]. By applying control-flow
integrity, valid control-flow transfers can be restricted to the program’s call-graph. Chen et
al. demonstrates that COOP can still succeed despite this constrain [16]

2.3 Execute-Only Memory (XOM)

Machine code in the text section of a program usually possesses read and execute privileges.
The read privilege is required to process inlined data, such as jump tables for switch
statements. But the read privilege requirement is not strict. The only essential privilege for
code is the ability to execute. Inlined data must then move to another section with read
privileges.
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The principle of least privilege — a core tenet of computer security policies — prescribes
that reducing privileges improves security. Thus, in the 60s the Multics project already
supported execute-only memory [18]. Over the past decade, the idea of execute-only memory
saw a revival [4, 47, 19, 20, 24, 6]. The revival was due to advanced, sophisticated multi-stage
attacks that used memory leaks to (i) read a processes code layout, and then to (ii) relocate a
generic attack to the specific code layout used by a program. These specific code layouts were
derived from an active research area called “software diversity,” and complementing existing
methods with execute-only memory begot the new class of defenses called leakage-resilient
diversity.

2.4 Message Integrity Through MACs

To verify the authenticity and integrity of a message sent over an untrusted medium, people
use so-called message-authentication codes, MACs for short. Both sender and receiver
agree on a message authentication code (MAC) algorithm, based on a shared secret key
k. Then, the sender computes the MAC checksum, also known as tag t, for every message
m: t = MAC(m, k) and sends this tag ¢ along with the message. At the receiving end, we
recompute the tag t’ for the received message m’: ' = M AC(m/, k). Then, by comparing
both tags t and ¢’ for equality, we verify the message m’s integrity. Since the MAC algorithm
is based on a secret key k, only shared between sender and receiver, third-parties cannot
compute valid tags. Typically, secure MAC algorithms are based on cryptographic keyed-hash
functions.

Counterfeit-object-oriented programming exploits the fact that control data, such as
vptrs are mixed with non-control data. Similar to buffer overflows, mixing both types
of data proves to be a security problem when adversaries inject malicious objects.

3 Related Work

Due to the severity of counterfeit-object-oriented programming as an attack vector, a variety
of defenses [26, 20, 40, 57, 5, 16] has been proposed. Prior work, thus, considers multiple
different design criteria. These design criteria include: software-only [20, 5] vs hardware-
based [31, 54], hardening applied to binaries [41, 56, 23, 22] vs software-only, differences
w.r.t. protected program parts (such as, protecting vtables, vtable-pointers, or dynamic
dispatch). Due to these differences, giving an exhaustive treatment is in direct conflict within
traditional scope restrictions. We therefore focus on the most directly related work, and skip,
e.g., prior work dealing with securing C++ programs without source code access.

Most closely related to HOBBIT is CFIXX, which uses Intel’s discontinued MPX extension
to protect vptrs [12]. At its core, CFIXX separates vptrs from vtables and stores them
into a dedicated memory area protected by MPX. In 2022, Xie et al. demonstrated a CFIXX
version building on Intel’s Control-Flow Enforcement Technology (CET) [54]. Recently,
many defenses proposed the use of Intel’s MPK extension. Unfortunately, using MPK is
not compositional: If an application uses MPK itself, it cannot share its MPK use with any
other component, such as a defense.

Compared to HOBBIT, CFIXX highlights the need for a software-only approach that
does not require specific hardware extensions beyond extended-page table support to enable
execute-only memory.

7:5
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CCFI, short for cryptographically-secured control-flow integrity, is another closely related
defense — not specifically aimed at preventing COOP attacks, but providing comprehensive
protection against essentially all forms of control-flow hijacking [31]. CCFI pioneers the use
of MAC:s to protect code pointers. Unfortunately, to secure the keys from leaking, the system
proposed to reserve vector registers (i.e., SSE’s xmm registers), thus slowing down application
relying on their use, such as media en- or decoders.

Compared to HOBBIT, CCFT highlights the need to preserve performance characteristics
of programs, primarily by finding alternatives to protect secret keys that do not result in
prohibitive performance impacts.

Hardware-based approaches are inextricably bound to the hardware mechanism
and thus prone to sun-setting, as in the case of Intel’s MPX instructions, or lack of
compositionality, as in the case of MPK extensions.

Defenses based on cryptographic primitives often suffer from poor performance,
e.g., by effectively blocking vector registers, and the security-prerequisite of having
cryptographic primitives not spill data onto the stack.

4  Threat Model

COQP is a rather sophisticated attack and will, thus, often be a last resort for attackers. We
assume, consequently, that proper defenses against simpler attacks, such as code injection,
ROP [46, 42], and return-into-libc [21] are in place. Since HOBBIT aims to prevent COOP
attacks, we assume a strong threat model in line with previous work [45, 20, 31, 12].

In general, launching a COOP attack requires an attacker to hijack an initial object,
including its virtual table pointers (vptrs) and data, and inject new counterfeit objects. To
that end, an attacker needs to read or infer addresses of Virtual Tables (vtables) and write
object-like data, including vptrs and other data, to specific memory regions. A variety of
vulnerabilities provide such capabilities, including buffer overflows [38] and use-after-free
vulnerabilities [51]. Although a restricted read- and write capability might suffice, we assume
an attacker capable of reading arbitrary readable memory and writing to arbitrary writable
memory.

Our system relies on W" X, marking memory either as writable or executable, but not
both at the same time. Writing to code residing in executable memory or execute written
data is not possible. Therefore, injecting new code or modifying existing code is not possible.

The attacker’s arbitrary read capability renders defenses relying on secrets in readable
memory ineffective. For example, protecting against overflowing into control data, such as
return addresses or vptrs with (stack) canaries, is not effective. An attacker can easily read
these values and embed them in her payload, or — assuming an arbitrary write capability
— skip canaries at all. To mitigate this issue, we assume Execute-Only Memory (XOM),
therefore, we consider values or functions in XOM as secret.

Finally, we assume an attacker with specific knowledge about the target program and
system. First, he has access to the target program’s source code. Second, she is able to
infer the base address of the initial object, and the addresses of virtual function gadgets
(vfgadgets) located in C++ modules. Although COOP relies primarily on high-level C++
semantics, some vfgadgets rely on specific instructions or registers, e.g., vfgadgets for loading
argument registers to pass arguments to other vfgadgets. An attacker requires at least partial
knowledge of the binary layout to use some vfgadgets. Third, the attacker knows about the
system’s configuration, including deployed defenses, software versions, and hardware features.
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Figure 2 HOBBIT changes to C++. (1) constructors allocate objects, set vptr and field values and
compute a MAC value, @ Method calls are resolved as before, see Figure 1, but all method prologs
now validate the MAC value, (5).

5 Design Aspects of Hobbit

HoBBIT is, broadly speaking, a defense that monitors and validates integrity. Whenever
this integrity is violated by an adversary, we know that the program is under attack. A
direct consequence of any integrity-protection mechanism also holds for HOBBIT: we protect
neither the injection, nor the modification of objects; subsequent method calls trying to act
on maliciously-modified objects will detect integrity violations.

The integrity monitored by HOBBIT is the object to vptr binding. One could just add
a random value into an object and repeatedly validate its value. Since our threat model
includes a powerful attacker with memory read capabilities, choosing a simple random value
is insecure. Instead, HOBBIT considers objects, more specifically vptrs, between constructors
and methods as messages, and secures them by applying message-authentication codes.

The following sections provide an in-depth discussion of the relevant design aspects of
HOBBIT. Section 5.1 discusses C++ relevant aspects of object lifetime and changing the object
layout to add the MAC tag. Sections 5.2 and 5.3 describe the benefits of using execute-only
memory, and MAC-algorithm diversification. Section 5.4 lists possible locations for verifying

signatures. Finally, we introduce the concept of gadget-directed optimization in Section 5.5.

5.1 C++ Object Lifetime and Layout

Objects in C++ live between construction and destruction, i.e., by constructors and destructors,
respectively. Constructors instantiate an object by initializing, or assigning concrete values
to its fields, which themselves are prescribed by their corresponding class definitions. Since a
vptr is merely a field itself, at least from a run-time perspective, the constructor assigns the
vptr of the called dynamic type. Destructors clean up object instances and, finally, free the
allocated memory.

HOBBIT changes the C++ object layout by adding a machine-word per vptr that holds
the computed MAC tag (see Figure 2 (1)). Besides requiring an extra word per vptr, such a
change breaks the application binary interface (ABI), and we discuss the implications thereof
in Section 6.
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5.2 Message-Authentication Codes and Execute-Only Memory

In HOBBIT, we consider vptrs as messages sent from constructors (see Figure 2 @) and
received by virtual methods (see Figure 2 (5)). The key security aspect of MAC functions
is the shared-secret key between senders and receivers. If an attacker retrieves this secret
key, she can craft valid signatures for malicious messages, thus violating the authenticity
property of sent messages. To prevent leakage of this shared-secret key, HOBBIT piggybacks
on execute-only memory’s leakage-resilience property.

Execute-only memory means that the adversary is precluded from reading code memory.
As a result, we can hide privileged information directly in code memory. HOBBIT hides two
privileged pieces of information there: (i) keys as intermediate constants, and (i) MAC
algorithm implementations. Hiding implementations from adversaries forces them to guess,
thus further frustrating attacks.

MAC algorithm parameters, too, are important for security. Consider the following
parameterization to compute object-vptr tags:

t = MAC(vptr @) (1)

Although we include a random parameter r to the MAC computation, our attacker can use
their memory-read primitive to read an object — including its vptr and the corresponding
tags — and, use it later on during an attack at a different location. Such a staged attack is
called a “replay” attack. To counter these replay attacks, we need to add the vptr location
to the computation:

t = MAC(vptr @ &vptr &) (2)

By making MAC tags location-dependent, the attacker cannot trivially replay the object
layout she read at a different location.

Prior defenses reserve registers to hold the key and exclude them from register alloca-
tion [31, 39]. Since the compiler then never allocates these registers, the key stored therein is
considered safe from attackers. Although simple, this solution suffers from two drawbacks.
First, reserving registers increases register pressure, which is particularly problematic on
architectures with few registers, such as x86. Second, whether a key stored in registers is
actually safe, depends on additional measures and precautions for context switches. Through
its use of execute-only memory, HOBBIT bypasses these shortcomings.

5.3 Class-Hierarchy-Driven Seed Randomization

By using just a single random parameter r in our MAC tag computation, the adversary
can bypass HOBBIT, once he identifies both the secret MAC algorithm and the value of r.
HoOBBIT counters this problem by using as many random parameters r as possible. In theory,
different random parameters r can be randomly assigned across an application. In practice,
however, we need to preserve C++ semantics across type-compatible call-sites. A conservative
way to ensure semantics preservation is to map a single random parameter r to a subgraph
in the class hierarchy graph (see Section 6.4). A more aggressive way would be to factor in
run-time information, e.g., through profiling.

Due to this additional security mechanism, we can also loosen the strength requirements
for our MAC algorithm. By choosing small, but efficient pseudo hash functions, such as
moremur-hash [32], HOBBIT users favor performance over security, and vice versa. Since
MAC algorithm implementations are protected by execute-only memory (see Section 2.3),
the perceptible loss of security is minimal.

HoOBBIT supports a wide variety of MAC hashing algorithms, such as blake3,
highwayhash, xxhashct, moremur, and moremur-random.
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5.4 Validating MAC Tags

HOBBIT recomputes and validates tags stored in objects in function prologs of virtual
functions (see Figure 2, @) Although an attacker can inject malicious objects, HOBBIT
will detect tampering with a tag after resolving the dynamic type, but before executing
the actual method body. Alternatively, HOBBIT can also validate tags already at virtual
call sites, but this implies embedding MAC hash computation into every call site, thus
increasing the amount of machine instructions for each call site. Depending on the chosen
MAC function implementation (e.g., inlined), these additional machine instructions might
result in a considerable binary size increase.

In C++, most compilers use vptrs for other run-time related features besides dynamic
dispatch. The use of run-time type information (RTTI), for example, requires loading the
rtti pointer from the vtable. Similarly, dynamic casts use information stored in vtables,
such as offsets to access/identify sub-objects for multiple inheritance. Although HOBBIT
could validate tags in these cases, too, we choose to focus protection on dynamic dispatch,
which is the key objective for COOP attacks.

5.5 Gadget-Directed Optimization

For performance-critical systems, such as real-time applications, HOBBIT can relax security
and optimize for speed. Since COOP relies on special gadgets for dispatching other gadgets,
we can embed integrity checks only in methods acting as such gadgets. To prevent attackers
from executing Main Loop Virtual Function Gadgets (ML-Gs), HOBBIT can perform static
analysis on source code to identify methods iterating over a collection of objects and calling
virtual functions on them (see Section 6.5.)

HOBBIT could also analyze binaries to identify gadgets relying on binary instructions.
Muntean et al., for example, created a tool for identifying gadgets and automating a COOP
attack [34]. In general, identifying all gadgets is difficult and since variants of COOP exist,
the resulting defense may not be complete [20, 16].

6 Hobbit Implementation

We implemented our prototype of HOBBIT as compile-time transformations on top of
LLVM/Clang 17.0.3 [17] for the x86_64 Linux platform and Itanium ABI [25]. Most
researchers implement their prototypes as passes in LLVM that operate on and modify the
LLVM specific intermediate representation, short LLVM IR. However, we implemented most
parts of HOBBIT in Clang, since compilation is a lossy transformation and high-level C++
information, e.g., virtual methods and their callsites, are not — at least without complex
analysis — available in LLVM IR.

First, HOBBIT extends the object layout to reserve space for the newly introduced MAC
tag fields. After reserving space for MAC tags, we add instructions for computing and
storing MAC tags in objects to constructors. For the final part of the vptr validation, we
implement MAC tag checks in virtual methods. In Section 6.3 we describe our different
MAC function implementations, Section 6.4 shows HOBBIT’s diversification implementation,
and Section 6.5 demonstrates a prototype of our Gadget-directed Optimization. Section 6.6
lists the limitations of our prototype implementation of HOBBIT.

7:9
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6.1 Extending Object Layouts

Extending the object layout requires us to change the size of objects in a special data structure
called RecordLayouts. Clang uses the type CXXRecordDecl to represent C++ structs, unions,
and classes. RecordLayouts store information about fields, their offsets, paddings, and
lengths, (virtual) bases, and other layout-related information. Since HOBBIT introduces a
new MAC tag field, we have to increase the size of the layout accordingly. On x64 systems,
pointers are eight byte long. Therefore, we add eight bytes to the (data-) layout size for
dynamic CXXRecordDecls that do not inherit vptr (and consequently the MAC tag field) from
a parent class in AST/RecordLayoutBuilder (ItaniumRecordLayoutBuilder: :LayoutNon
VirtualBases). Later, during the lowering of records, we add the field information for our
MAC tag field, right after the vptr (see Listing 2).

void CGRecordLowering::accumulateVPtrs() {
if (Layout.hasOwnVFPtr()) {

auto viptr = ...;

Members.push_back(viptr) ;

auto HobbitMACField = MemberInfo(getSize(vfptr.Data),
MemberInfo: :Field,
getIntNType (64));

Members.push_back (HobbitMACField) ;

Listing 2 Add MAC tag field while lowering records.

Extending the object layout breaks the C++ ABI compatibility. By recompiling the entire
toolchain, including a standard C++ library, we still can compile and run programs with
our C+ ABI modifications. We encountered one error in the libunwind library regarding
macro definitions for the size of libunwind: :UnwindCursor. libunwind: :UnwindCursor is
a dynamic class, therefore, consists of a vptr and with HOBBIT also a MAC tag field. To fix
this error we have to account for the new tag field and thus add one to all macro definitions
defining the constant _LIBUNWIND_CURSOR_SIZE in __libunwind_config.h. With this
simple fix, HOBBIT can compile even the largest C++ programs.

6.2 Computing and Validating MAC Tags

C++ programs adhering to the C++ standard create objects solely by calling constructors.
Therefore, we decided to implement the MAC tag computation and storing of the results
in constructors. Constructors already perform the vptr initialization in a function called
CodeGenFunction: :InitializeVTablePointer. Likewise, HOBBIT initializes the MAC tags
right after vptr initialization. Listing 3 shows the resulting assembly code of a constructor
compiled with HOBBIT. A standard clang compiler emits the three assembly instructions
(lines 3-5) initializing the vptr of an object of a class B. Since _ZTV1B points to the beginning
of the vtable — the first two entries in the vtable are the offset-to-top and the RTTT pointer
— the compiler adds 16 bytes to the vtable such that the vptr points to the first virtual
function and finally saves the vptr in the designated field at the beginning of the given object.
The remaining instructions (lines 7-12) are emitted by HOBBIT and responsible for loading
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1 _ZN1BC2Ev:

2 e

3 leaq _ZTV1B(%rip), %rcx # load address of vtable

4 addq $16, JYrcx # add 2 qwords for 1st wirt. function = vptr
5 movq %rcex, (hrax) # store vptr at beginning of object
6 # HOBBIT START #

7 movq (Yrax), %rdx # load vptr into rdx register

8 movq %hrax, hrcx # load this into rdx register

9 xorq %rdx, %rex # vptr zor this

10 movabsq $random, %rdx # load secret value r to rdz

11 xorq %rdx, %rex # zor secret value T = mac tag

12 movq %rcx, 8(%rax) # save mac tag to designated field
13 # Possible inlined hashing or call to compiler-rt hash function

14 # HOBBIT END #

15

Listing 3 x86_64 assembly for an exemplary constructor of a dynamic class B emitted by
HoBBIT.

1 _ZN1A2m2Ev:
2 # start function prolog:
3 # save callee-saved registers

# set up stack for local wvariables

# ...
HOBBIT START #

7 movq (Y%rex), %rdx load vptr to rdz
8 movq hrcex, frax load thtis ptr to raz
9 xorq %rdx, %rax vptr zor this

10

movabsq $random, %rdx

load secret value r to rdz

11 xorq %rdx, lrax zor secret wvalue r = mac tag'
12 movq 8(%recx), %rcx load saved mac tag

13 cmpq hrex, fhrax check if tag' = tag

14 jne .LBB4_2 on mismatch jump to trap

15 ... # actual function actual function body

16 .LBB4_2: # JMACMismatchBlock
$147, Jedi

18 callg exit@PLT

19 # HOBBIT END #

block with trap for mac tag mismatch

17 movl store result code 147 to edi

HOR W R W R W OB W OR ™R

extt (147) on mac tag mismatch

Listing 4 x86_64 assembly for an exemplary virtual method of a dynamic class B emitted by
HoBBIT.

both vptr and this in registers, followed by the xor instruction. The movabsq instruction
loads an immediate — the random secret r — to a register and xor it to the previous result.
Finally, the xor result is written to the MAC tag field, 8 bytes after the vptr.

HOBBIT inserts MAC tag validation checks in virtual functions (see Listing 4). These
validation checks protect against attackers calling virtual functions on objects with fake
or altered vptrs, therefore mitigating COOP attacks. If HOBBIT should protect dynamic
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Table 1 Details of implemented MAC functions used for benchmarking.

Name MAC Function Implementation
baseline - -

no-hash none; only xor(vptr, &vptr, random__secret) -

blake3 C implementation of BLAKE3 static lib
highwayhash highwayhash shared lib
xxhashct compile-time implementation of xxhash static lib
moremur pseudo hash function based on moremur inlined

moremur-random  diversified version (random parameter) of moremur inlined

casts or RT'TT access, we could insert MAC validation checks at those locations as well. To
prevent the execution from virtual function bodies HOBBIT inserts the following instructions
in CodeGenFunction: :StartFunction:

1. We retrieve all vptrs for the current object.

. For each vptr, we compute the MAC tag again.

. For each vptr, we load the stored MAC tag value.

. Then, we compare the computed and loaded MAC tag values.

. If these tags match, we start executing the function body.

SO, WN

. Otherwise, we detect an ongoing COOP attack and can launch counter-measures. In our
prototype implementation, we simply exit the program with status 147.

Listings 3 and 4 show the resulting assembly code for both constructors and virtual methods

of a class with 1 vptr without any hashing (no-hash).

6.3 MAC Function Implementations

We implemented different MAC functions in HOBBIT and extended the baseline, an unmod-
ified Clang/LLVM 17.0.3. Table 1 shows the different hash implementations for the MAC
function. The simplest approach is no-hash (as shown in Listings 3 and 4) that uses the
identity function as MAC in Equation (2). Therefore, tag ¢ is the unhashed result of the xor
operations.

In contrast, moremur [32] implements a pseudo-hash function as MAC. These pseudo hash
functions should be small, such that HOBBIT inlines these hash functions in both constructors
and virtual functions. With XOM, immediate values used in such hash functions are resistant
to leakage and can thus be considered secret. Section 6.4 describe moremur-random, a
diversified implementation variant of moremur.

# preceding instructions from Listing 3

movabsq $random, %rax # load random value to rTazx

xorq Yrax, %hrdi # xzor random value = mac tag

callg coop_hash@PLT # call to compiler-rt hash function
movq %rax, %rcx # store result of coop_hash to rcz
movq -16 (%rbp) , %rax # reload this pointer

movq Yrex, 8(%rax) # save mac tag to designated field

Listing 5 Constructor calling a hash function in rt-1ib.
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We implemented the remaining MAC functions, all including larger and more complex
hash functions, as compiler run-time libraries, short compiler-rt. LLVM provides and links
these libraries for run-time support in compiled binaries. We implemented different versions
of such a compiler-rt for the remaining MAC variants blake3 [9], highwayhash [3], and
xxhashct [55]. HOBBIT links the compiler-rt libraries for blake3 and xxhashct statically
to the program under compilation. Highwayhash, in contrast, is dynamically linked as a
shared library.

With run-time hashing support enabled, HOBBIT simply inserts a call to the hash function
located in the run-time library, according to Equation (2). Listing 5 shows the resulting
instructions. After the initial xor instructions, the result is passed as an argument to the
coop_hash function. The function coop_hash computes a hash according to the chosen hash
function (Table 1), namely blake3, highwayhash, or xxhashct. Finally, after loading the
this pointer again, the returned result is stored in the designed MAC tag field.

6.4 Class-Hierarchy-Driven Seed Randomization

In its current implementation, the random parameter r of Equation (2) is fixed over the
whole program. We implemented a naive diversification approach diversifying this random
parameter. Ideally, we would choose a different parameter for each class, however, due to the
polymorphic nature of C++, the diversification degree is limited. We create MAC tags in
constructors and validate them in virtual functions, therefore, both MAC functions must
use the same random parameter. With subtyping, methods must be callable for different
classes, according to the inheritance graph. Therefore, our diversified implementation chooses
a random parameter for each weakly connected subcomponent of the inheritance graph.
The inheritance graph is, in fact, a directed acyclic graph!, since C++ has the concept of
multi-inheritance, hence the famous diamond problem.
We implemented moremur-random in the following steps:
1. In an initial compilation step, HOBBIT outputs all classnames with the corresponding
(virtual-) bases.
2. We implemented a Python script that constructs the inheritance DAG.
Our script assigns each weak component? a different random parameter 7.
4. HoBBIT then use this class assignment to diversify the MAC tag computation.

w

By enabling link-time optimization, we could implement the inheritance graph anal-
ysis and the diversification assignment in Clang/LLVM.

6.5 Gadget-Directed Optimization

We implemented a simple gadget-directed optimization that identifies simple main-loop
gadgets. With this optimization enabled, HOBBIT performs a static analysis to identify
potential main-loop gadgets. Our naive analysis checks whether a virtual method belongs to
a class declaring any fields of C++ standard container type [13], either directly or indirectly,
by inheriting from classes with such fields. This prototype gadget-directed optimization
only identifies simple main-loop gadgets, but fails to identify other forms of dispatcher
gadgets, serving as a main-loop gadget [45, 20]. Other dispatcher gadgets include recursive
gadgets, unrolled COOP, or iterators over linked lists. HOBBIT could use COOP exploit
automation frameworks, such as iTOP, to identify additional gadgets and feed them into our
gadget-directed optimization [34].

! Not a tree, as one would expect.
2 All connected subgraphs, also called components, ignoring the direction of edges.
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Table 2 Benchmark system configuration.

EPYC 7TH12 i7-8559U Ryzen 9 5900X
Processor AMD EPYC 7H12 Intel 8559U AMD Ryzen 9 5900X
RAM 1 TB DDR4 64 GB DDR4 64 GB DDR4
(O1] Debian 12 Debian 12 Ubuntu 22.04.4 LTS
Kernel 6.1.0-16-amd64 6.1.0-16-amd64 6.5.0-27-generic
gce 12.2.0 12.2.0 11.4.0
glibc 2.36 2.36 2.35
linker gold (2.38) gold (2.38) GNU 1d (2.38)

6.6 Limitations

HoBBIT does not protect RTTT objects. RTTI objects are dynamic types, but not created by
calling constructors at run-time. Instead, Clang initializes RTTI objects during compilation,
therefore, HOBBIT does not compute and store MAC tags for such objects. At load-time,
vtables and RTTI objects alike are loaded into .rodata. However, protecting RTTI objects
is still possible but requires extra effort. We could, for example, create initialization code
similar to our MAC tag initialization in constructors and call this RTTI object initializer
when the address of both vtables and RTTI objects is known, at load-time. Since HOBBIT
does not create MAC tags for RTTI objects, we do not emit integrity checks in virtual
functions belonging to RTTI classes.

7 Evaluation

We present the evaluation of our prototype implementation of HOBBIT. In Section 7.1,
we describe the machines used for our evaluation. Sections 7.2-7.4 show the performance
evaluation, including measurements of run-time, memory-usage, and code-size. We evaluate
our implemented prototype of gadget-directed optimization in Section 7.5. In Section 7.6,
we evaluate the scalability of HOBBIT by compiling real-world applications with HOBBIT.
Finally, Section 7.7 shows the evaluation of the class-hierarchy-driven seed randomization.

7.1 System Configuration

We perform our evaluation of HOBBIT on three different machines listed in Table 2.

We used machines EPYC 7TH12 and i7-8559U for the performance evaluation in Section 7.2
and the gadget-directed optimization evaluation in Section 7.5. The scalability evaluation in
Section 7.6 and the evaluation of the diversification statistics in Section 7.7 were done on
Ryzen 9 5900X.

Our prototype of HOBBIT is based on the LLVM/Clang version 17.0.3 (see Section 6),
which we call baseline in the following evaluation. Since HOBBIT breaks the C++ ABI, we
have to build and use a custom-built version of the LLVM C++ standard library libet++ [29]
(same as LLVM/Clang: 17.0.3). To improve comparability — although not strictly necessary —
we build and use a custom-built libc++ for the baseline as well.

7.2 Performance

As common in performance evaluations, we evaluate the performance of HOBBIT by building
the SPEC CPU 2017 benchmark with our compiler modifications. In particular, since HOBBIT
only applies changes to C++ programs, we run the four C++ benchmarks of the SPECspeed™
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Figure 3 Run-time overhead introduced by HOBBIT for C++ benchmarks of the SPECspeed™
2017 Integer test suite, relative to baseline on log-scale.

2017 Integer test suite, namely 620.omnetpp, 623.xalancbmk, 631.deepsjeng, and 641.leela.
The remaining non-C++ benchmarks showed — as expected — no measurable overhead. As
mentioned in Section 7.1, we use the custom-built libc++ instead of the bundled version of
the Linux distribution. Each experiment compiles all relevant benchmarks and runs the
compiled benchmark afterwards. We repeated each experiment 10x on EPYC 7H12 and 6x
on i7-8559U and calculated the geometric mean over those repetitions.

Run-time, a key metric within SPEC, quantifies the time in seconds required for a
benchmark to execute. Figure 3 shows the results for all evaluated MAC functions (see
Table 1).

For the i7-8559U machine, the geometric mean overhead over all benchmarks, are
107.62% (blake3), 40.40% (highwayhash), 12.21% (xxhashct), 2.83% (moremur), and 2.80%
(moremur-random). In comparison, on EPYC 7H12, the benchmarks show a higher per-
formance impact over all benchmarks, namely 121.63% (blake3), 47.81% (highwayhash),
16.02% (xxhashct), 4.49% (moremur), and 4.54% (moremur-random). Both, 620.omnetpp
and 623.xalancbmk, show the most performance impact on both machines. On i7-8559U,
620.omnetpp shows the highest run-time increase consistently for all benchmarked MAC
functions. In contrast, on EPYC 7TH12, we see a significantly higher run-time overhead
on 623.xalancbmk for blake3 and highwayhash compared to 620.omnetpp. The remaining
hash functions (xxhashct, moremur, and moremur-random) on EPYC 7H12 show the same
trend as on i7-8559U, namely, a higher performance overhead for 620.omnetpp rather than
623.xalancbmk.

We also evaluated a stripped down version that does not compute MAC tags to measure
the minimum overhead (no-hash in Figure 3). On i7-8559U no-hash introduces a geometric
mean overhead of 0.55%, with a maximum performance impact of 4.00% (620.omnetpp). In
contrast to “correct” hash functions, the implementation of no-hash is 7.27% faster on EPYC
TH12 (overall 0.51%; 620.omnetpp 2.66%) when compared to i7-8559U.

7.3 Memory

Since HOBBIT extends object layouts, therefore, increases the size of objects, we are interested
in the maximum resident set size (RSS). RSS is a metric indicating the memory usage
of a process in RAM. Swapped memory does not count to RSS. By querying the rusage
counters [43], our benchmarking environment measures the maximum RSS maxrss.
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Figure 4 Memory effects of HOBBIT for C++ benchmarks of the SPECspeed™ 2017 Integer suite,
relative to baseline (EPYC 7H12).

Table 3 Binary sizes of benchmarks and run-time libraries for both machines EPYC 7H12 and
i7-8559U.

(a) Binary sizes of baseline benchmarks. . ) . . . .
(b) Binary sizes of hashing run-time libraries.

Name Size in Bytes .
Name Size in Bytes
620.omnet 2,915,320
PP blake3 90,618
623.xalancbmk 7,362,408 .
] highwayhash 15,816
631.deepsjeng 118,120
xxhashct 1,874
641.leela 254,936

Figure 4 shows the benchmarking results for machines EPYC 7H12 and i7-8559U. On
both machines, our benchmarks show an overall geometric maxrss overhead of 2.2% and
2.18%, respectively. We see the highest maxrss overhead for 623.xalancbmk (EPYC 7H12
4.64%, 17-8559U 4.65%). 620.omnetpp has a similar maxrss overhead (EPYC 7TH12 3.99%,
i7-8559U 3.88%), whereas HOBBIT has a low maxrss impact on 641.leela (EPYC 7H12 0.41%,

i7-8559U 0.32%). For 631.deepsjeng, our defense does not increase the maxrss on neither
machine at all.

7.4 Code Size

HOBBIT inserts instructions for creating and validating MAC tags and, for some MAC
functions, links run-time libraries and creates function calls to these libraries. These additional
instructions (and libraries) increase the binary size of compiled programs. To that end, we
evaluate the binary size of each benchmark. Table 3 shows the binary sizes of the baseline
benchmarks (see Table 3a) and the run-time hashing libraries (see Table 3b).

The binary size increase on both machines is identical and shown in Figure 4b. HOBBIT,
in its blake3 variant, introduces the highest geometric mean increase in binary size of 26.90%
over all benchmarks, ranging from 10.50% for 623.xalancbmk up to 61.87% for 631.deepsjeng.
Blake3 is a big hashing library (see Table 3b). Since HOBBIT links blake3 statically to the
compiled program, the big library size, compared to small benchmarks as in 631.deepsjeng
and 641.leela, contributes to the significant increase in the resulting hardened binary. On
the other hand, for highwayhash, nearly 8.5x bigger than xxhashct, accounts for roughly
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Figure 5 Reduction of performance impact through gadget-directed optimization.

the same binary size increase as xxhashct. The reason for this similar increase in binary
size — despite a different library size itself — results from a different linkage. Highwayhash is
dynamically linked, whereas blake3 and xxhashct are statically linked, therefore, embedded
in the binary. HOBBIT variants that inline MAC functions in constructors and virtual
functions, namely mormeur and moremur-random, introduce the highest increase in binary
size for 620.omnetpp (13.54%) and 623.xalancbmk (13.36%).

7.5 Gadget-Directed Optimization

We evaluated our naive implementation for the main-loop gadget analysis optimization
(see Section 6.5), that only creates and validates MAC tags for classes having a standard C++
container field.

Although our gadget-directed optimization finds no main-loop gadgets for benchmarks
623.xalancbmk, 631.deepsjeng, and 641.leela, it finds 12 instances of classes having — directly
or indirectly — at least one container-type field. HOBBIT inserts MAC tag integrity validation
logic in 137 methods of these 12 classes.

Figure 5 shows the run-time overhead introduced by HOBBIT with gadget-directed
optimization enabled.

7.6 Scalability

To evaluate the scalability of HOBBIT, we compiled WebKit, a web browser engine consisting
of millions of lines of C and C++ code (see Table 5). Specifically, we built the GTK version
of Webkit, WebKitGTK [53], a full-featured port of WebKit for GTK-based Linux desktop
systems. Although HOBBIT breaks the C++ ABI through its object-layout extension, we
only needed a single change to successfully compile WebKit, shown in Listing 6. Since
ScrollableArea is a dynamic class, HOBBIT inserts a field for the MAC tag, thus we have
to add 8 to this static_assert to account for the increased object size.

After the compilation, we evaluated the run-time overhead introduced by our defenses
with the following browser benchmarks: (i) Kraken, (ii) MotionMark, (iii) Octane, and (iv)
Speedometer.

As this evaluation requires a GUI, we performed the experiments on Ryzen 9 5900X.
With only a terminal window opened, we started the MiniBrowser, a minimal browser based
on WebKitGTK. After each benchmark execution, we closed the MiniBrowser, waited for ten
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1 #if CPU(ADDRESS64)

2 -static_assert(sizeof (ScrollableArea) == sizeof(
3 SameSizeAsScrollableArea),

4 "ScrollableArea should stay small");

5 +static_assert(sizeof (ScrollableArea) == sizeof(
6 SameSizeAsScrollableArea) + 8,

7 "ScrollableArea should stay small");

s #endif

Listing 6 Fix required to compile WebKitGTK.

Table 4 Performance impact on browser benchmarks.

Benchmark blake3 highwayhash xxhashct moremur-random
Kraken 1.1 [27] 2.72% 0.70% 0.77% —2.05%
MotionMark 1.3 [33] 14.64% 1.67% 1.87% 3.03%
Octane 2.0 [36] 53.54% 17.32% 2.83% 1.34%
Speedometer 2.1 [50] 161.74% 43.24% 7.85% 2.54%

seconds and repeated the experiment. In total, we executed each benchmark three times.
Table 4 shows the geometric mean performance impact of our evaluation. Kraken measures
the time needed to finish the benchmark, therefore, an induced overhead means an increase in
run-time. In contrast, the other benchmarks measure score points, meaning that an induced
overhead decreases the achieved score.

These real-world benchmark results confirm the results obtained from compute-intensive
programs. HOBBIT allows balancing security and performance, and we did not notice
perceptible delays in daily browsing activities.

To further show that HOBBIT scales to other real-world programs, we successfully compiled
the following programs listed in Table 5. We included the version of the compiled programs
as well as their C++ source lines of code (SLOC). The selected programs range from small
web frameworks to fully fledged web browsers and compiler. For measuring SLOCs we used
the tool sloccount [48].

Table 5 Source lines of code (SLOC) of real-world programs compiled with HOBBIT.

Program Description Version SLOC (C++)
crow C++ Web framework 1.2.0 25,203
json JSON library for C++ 3.11.3 102,977
llvim Collection of compiler tools 17.0.6 2,201,374
webkitgtk GTK port of WebKit 2.41.1 4,444,590
620.omnetpp SPECspeed®2017 Integer suite SPEC CPU 2017 63,100
623.xalancbmk  SPECspeed®2017 Integer suite SPEC CPU 2017 243,046
631.deepsjeng  SPECspeed®2017 Integer suite SPEC CPU 2017 7,284

641.leela SPECspeed®2017 Integer suite SPEC CPU 2017 30,473
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Table 6 Top-5 and overall weakly connected component set size for libc++, C++ benchmarks of
SPECspeed™ 2017 Integer, and WebKitGTK.

Top 5 libc++ omnetpp xalanc deepsjeng leela WebKitGTK

1. 78 193 442 78 78 3,916
2. 45 78 93 45 45 1,962
3. 27 52 78 27 27 1,541
4. 13 45 62 13 14 1,066
5. 12 34 49 12 13 427
Overall 197 379 539 197 252 30,438

7.7 Class-Hierarchy-Driven Seed Randomization

We evaluated the number of diversified random parameters for our implementation from
Section 6.4. Table 6 shows the Top-5 weakly connected components, that constitute the
diversification unit. Each of these units is a set of classes for whom we must choose the same
random parameter. All C++ benchmarks of SPECspeed™ 2017 Integer and WebKitGTK
depend on libe+ and, thus, include and extends libc++’s inheritance graph. 631.deepsjeng
does not introduce any new dynamic classes to the inheritance graph, whereas WebKitGTK
adds 30,241 new weakly connected components.

8 Discussion

We discuss and interpret the relevant findings of our evaluation.

8.1 Performance

Our performance evaluation shows that the performance impact depends primarily on the
choice of the MAC algorithm. Although blake3 offers the highest security, its performance
impact, too, is the highest. To improve performance, HOBBIT offers two complementary
options. First, users can opt to use simpler MAC algorithms, such as moremur, which is more
performance friendly. Second, users can apply our gadget-directed optimization to reduce
performance impact of even the most expensive MAC algorithms.

Since we did not find any impact on large, real-world software, such as the WebKit
browser, we argue that HOBBIT can be used in a wide variety of contexts.

8.2 Security

We compiled the CFIXX-Suite [14] with our HOBBIT compiler. This exploit coverage test
suite, created by Burow et al., demonstrates several scenarios for attacks on the dynamic
dispatch mechanism [12]. Our security evaluation of HOBBIT is shown in Table 7. HOBBIT, in
its initial version, only protects against scenarios 3-5 (namely VTxchg, VTxchg-hier, COOP),
but fails to detect scenarios 1-2 (namely FakeVT, FakeVT-sig).

The initial HOBBIT implementation prevents malicious execution of virtual function
bodies by validating the integrity of vptrs in the function prologue. Since scenarios 1-2
insert fake vtables that contain pointers to non-virtual functions, therefore unprotected by
our defense, our prototype implementation does not prevent this form of attacks.
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Table 7 Results of testing different vtable related attack building blocks against LLVM, LLVM
CF1I, and different configurations of HOBBIT.

Exploit LLVM LLVM-CFI Hobbit Hobbit+LLVM-CFI Hobbit-VFCS
FakeVT X X

FakeVT-sig X X

VTxchg X

VTxchg-hier X X

COOP X X

However, HOBBIT is compatible and composable with other defenses such as LLVM
CFT [30]. We compiled the exploit coverage test suite with HOBBIT again, this time with
vcall sanitizer enabled. To enable LLVM CFI, we provided the following compiler flags:

-fsanitize=cfi-vcall -flto -fuse-1d=11d —-fvisibility=hidden

LLVM CFI succeeds in defending against fake vtable attacks and limits successful virtual
calls to valid subtypes of the dispatched object’s static type. Still, LLVM CFT fails to prevent
an attacker from maliciously changing vptrs adhering to the type hierarchy or inserting fake
objects without calling the appropriate constructor — the core principle of COOP. Combining
HosBIiT with LLVM CFI protects against all five exploit types evaluated in the exploit
coverage test suite.

To account for situations where CFI cannot be used, we implemented an extension of
HoBsIT, namely HOBBIT-VFCS. This HOBBIT extension moves validation code from the
function prologue of virtual functions to their call sites. HOBBIT-VFCS validates vptrs after
loading the vptr (Figure 2 (3)), but before invoking the method call (Figure 2 (4)). Emitting
validation checks at each call site increases the binary size, but mitigates all five exploits. In
future work, we can apply the same principle — checking the validity of vptrs immediately
after loading — to protect other vtable related mechanisms, such as dynamic casts, too.

8.2.1 Balancing Performance and Security

HOBBIT has, essentially, two orthogonal compile-time parameters: (i) hash function algorithm
selection, and (ii) validation code granularity. By selecting a strong hash function, such as
blake3, the overall security improves at the cost of performance. Conversely, selecting a
more efficient hash function, such as moremur, decreases security and increases performance.

To offset the performance penalties, HOBBIT offers users to parameterize the granularity
of validation code insertion. Either all virtual functions or only COOP-relevant call sites are
protected. By protecting all call sites, HOBBIT achieves the highest security at the potentially
highest performance impact (i.e., by selecting an “expensive” hash function). Conversely,
by selecting only the COOP-relevant call sites, HOBBIT reduces performance impact to a
negligible level.

Although four different levels can be specified, we recommend the following settings in
practice. A strong hash function, such as blake3, should be combined with COOP-relevant
gadget granularity. A weak hash function, such as moremur, can be used to protect all virtual
functions.
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8.2.2 Uniformly Distributed Vtables

A method to perform cryptanalysis is to correlate input with output characteristics. Known-
plaintext attacks are a form where the attacker knows the plaintext and infers a model from
the outputs. In our model both inputs and outputs are either known or can be read directly
through a memory-read primitive. The MAC algorithm used is hidden away effectively
through execute-only memory. Yet, some of the input characteristics may allow attackers to
launch a known-plaintext attack.

Consider, for example, that the attacker knows the addresses of vtables vy, vo, and vs.
Let’s assume that although the addresses of these vtables v; are different, their distances
may remain constant. An adversary could, therefore, rely on such constant inter-table
differences to infer properties about the concrete hash MAC algorithm used by HOBBIT.

Although our present implementation does not address this issue, we can achieve uniform
distribution of inter-table differences by way of randomizing the order of emitting vtables.
If this randomization proves to be insufficient, padding entries can be added in between
emitted vtables to increase the entropy of vtable addresses.

9 Conclusions

HOBBIT presents an integrity-protection mechanism to thwart counterfeit-object-oriented
programming attacks. At its core, this attack shares a symmetry to classical buffer overflows,
in the sense that the underlying problem is the mixing of control with non-control data. For
buffer overflows, this mix consists of keeping return addresses among stack frame data. For
COOQOP attacks, this mix consists of keeping the vptr among object field data. By injecting
malicious objects, the adversary can thus hijack control-flow and initiate illegitimate method
calls.

To stop this type of whole-function code-reuse attack, HOBBIT changes the object layout
to embed a tag value. This tag is computed by MAC functions that encode vptr information,
vptr location, and a random secret. By leveraging execute-only memory, HOBBIT provides
additional security. Due to complementary optimizations, users gain the ability to balance
performance and security.

A comprehensive analysis provides evidence of both (i) configurable performance impact
between 121.63% and 2.80% and (ii) scalability to multi-million lines of C and C++ code.
At the same time, HOBBIT does not depend on MPX and does not inhibit performance by
reserving registers. Without any hardware requirements, HOBBIT is applicable to embedded-
and IOT devices.
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